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ABSTRACT 
This	article	presents	a	novel	calculation	kernel	

for	 the	 simulation	 of	 gas	 distribution	 grids.	 The	
kernel	is	characterized	by	a	high	degree	of	accura‐
cy	and	 extremely	 short	 calculation	 times.	By	 fully	
integrating	 the	 new	 kernel	 into	 the	 SmartSim	
software	for	CV	tracking	complex	grids	can	be	cal‐
culated	very	efficiently.	For	the	first	time	an	uncer‐
tainty	evaluation	of	 the	calculated	CVs	 for	all	exit	
points	of	a	gas	grid	is	carried	out	based	on	a	Monte	
Carlo	Simulation	according	to	the	Guide	to	the	Ex‐
pression	 of	 Uncertainty	 in	 Measurement	 (GUM).	
Experimental	 results	 are	 derived	 from	 a	 regional	
distribution	 grid	 of	Avacon	 and	 presented	 in	 this	
paper.	

1 INTRODUCTION 
National	 gas	 markets	 growing	 together	 to	

form	a	European	gas	market	and	rising	imports	of	

liquefied	 natural	 gas	 (LNG)	 transported	 to	 Eu‐

rope	by	tanker	have	led	to	wider	variations	in	gas	

quality	and	thus	in	calorific	values	(CVs)	over	the	

past	few	years.	This	trend	has	been	reinforced	by	

an	increasing	production	of	bio	methane,	which	is	

injected	 into	 distribution	 grids.	 Before	 injection	

bio	methane	 is	usually	conditioned	to	obtain	 the	

CV	prevailing	in	the	grid	in	order	to	match	the	re‐

quired	 accuracy	 in	 billing.	 In	 group‐H	 gas	 areas	

this	is	achieved	by	admixing	propane.	

In	Germany	gas	quality	tracking	systems	have	

been	 used	 in	 transmission	 grids	 for	 some	 years	

now	and	are	state‐of‐the‐art	technology	[1].	Such	

systems	 allow	 the	 CV	 to	 be	 calculated	 for	 any	

point	in	the	grid	at	any	time.	The	necessary	input	

parameters	 include	verified	measured	values	 for	

the	CV	at	the	entry	points	and	the	respective	en‐

try	and	exit	volumes.	German	verification	regula‐

tions	 [2]	 require	 the	 CVs	 at	 end	 users	 to	 be	 de‐
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termined	with	an	uncertainty	not	exceeding	2	%	

(the	maximum	permissible	error	in	billing).	

In	 distribution	 grids,	 volumes	 at	 exit	 points	

are	often	not	measured,	so	the	SmartSim	method	

has	 been	 developed	 by	 E.ON	 Technologies	 as	 a	

gas	 quality	 tracking	 system	 for	 these	 grids.	 This	

method	 determines	 the	 exit	 volumes	 from	 so‐

called	 standard	 load	 profiles	 (SLP)	 in	 combina‐

tion	with	a	new	correction	algorithm.	The	meth‐

od	was	approved	in	August	2012	by	the	German	

authorities	 for	 legal	metrology.	Where	SmartSim	

is	used	therefore,	cost‐intensive	admixing	of	pro‐

pane	 in	 connection	 with	 bio	 methane	 injection	

will	no	longer	be	necessary	and	the	economics	of	

biogas	 plants	 can	 be	 improved.	 The	method	 has	

been	 described	 previously	 in	 gas	 for	 energy	

3/2012	[3].	

2 GAS QUALITY TRACKING WITH SMARTSIM 
SmartSim	 requires	 topological	 data	 and	

measured	values	as	 input	parameters.	The	 topo‐

logical	 data	 include	 the	 length,	 diameter	 and	

roughness	 of	 the	 pipes.	 The	 hourly	 measure‐

ments	 are	 the	CVs	measured	at	 the	 entry	points	

and	the	entry	and	exit	volumes.	Because	exit	vol‐

umes	 are	 not	 usually	 measured	 in	 distribution	

grids,	they	are	estimated	using	standard	load	pro‐

files	 (SLPs)	developed	at	Technical	University	of	

Munich	[4]	including	customer‐specific	consump‐

tion	data.	 In	order	 to	 reduce	uncertainties	of	es‐

timates	 for	 SLP‐volumes	 an	 appropriate	 volume	

balance	of	the	grid	is	performed	in	SmartSim.	Be‐

side	 the	 entry	 and	 exit	 volumes,	 the	 linepack	

ΔVgrid	is	also	taken	into	account.		

cܸorr ൌ eܸn െ SܸLP െ mܸeas െ Δ gܸrid		 (1)	

The	correction	volume	Vcorr	obtained	with	Eq.	(1)	
is	 split	 among	 the	 individual	 SLP	 consumers	 us‐

ing	Eq.	(2).	 In	 this	manner,	 the	 adherence	of	 the	

grid’s	 volume	 balance	 can	 be	 guaranteed	 at	 any	

point	and	any	time.	
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Figure	1	SmartSim	Input	Parameters.	

	

V෡SLP,௜ ൌ ቆ1 െ
cܸorr

∑ SܸLP,௝௝
ቇ ⋅ SܸLP,௜		 (2)	

Put	 simply,	 the	 method	 is	 carried	 out	 in	 the	

following	three	steps,	see	SmartSim	Kernel	in	Fi‐

gure	1:	

1. volume	correction	

2. hydraulic	simulation	

3. CV	tracking	(back	propagation)	

Once	 the	 volumes	 for	 each	 hour	 have	 been	

corrected	using	Eq.	(2),	the	grid’s	flow	situation	is	

determined	 by	 a	 hydraulic	 calculation.	 After‐

wards	the	flow	velocities	as	well	as	the	mass	and	

volume	 flow	 rates	 in	 the	 individual	 pipes	 are	

known	now.	In	the	final	step,	for	every	exit	point	

the	 exit	 volumes	 are	 tracked	 back	 through	 the	

grid	until	reaching	the	entry	points.	This	 is	done	

with	the	help	of	a	special	gas	package	model,	the	

so‐called	‘back‐propagation	algorithm’.	This	algo‐

rithm	enables	SmartSim	to	determine	the	propor‐

tions	 of	 the	 injected	gases	 at	 each	 exit	 point,	 in‐

cluding	 information	on	the	time	the	gas	is	 trans‐

ported	 through	 the	 grid.	 The	 advantage	 of	 this	

approach	is	that	any	exit	value	can	always	be	re‐

lated	to	the	verified	entry	value.	A	further	benefit	

is	 that	other	 relevant	gas	 characteristics	 such	as	

the	K	 number	or	CO2	 emission	 factor	 can	be	de‐
rived	from	the	entry	points	in	a	single	calculation	

step.	As	a	result,	SmartSim	supplies	calorific	val‐

ues	for	all	exit	points	in	the	grid,	which	can	then	

be	 used	 for	 billing.	 The	 billing	 CV	 is	 usually	 de‐

termined	as	 the	 volume‐weighted	monthly	 aver‐

age	value.	

3 DEVELOPMENT OF AN INTEGRATED  

KERNEL FOR SMARTSIM 
Compared	with	 transportation	grids,	 regional	

distribution	 grids	 usually	 have	 more	 complex	

grid	 structures,	 lower	 flow	 velocities	 and	 lower	

gas	pressures.	This	is	why	the	present	study	initi‐

ated	 the	 development	 of	 a	 kernel	 that	 has	 been	

optimised	 specifically	 to	 meet	 these	 require‐

ments.	Incorporating	flow	simulation	into	Smart‐

Sim	also	offers	greater	flexibility	in	terms	of	han‐

dling	and	interfacing	with	other	IT	systems.		

A	complete	description	of	the	flow	situation	is	

based	 on	 the	 three	 conservation	 equations	 of	

mass,	pulse	and	energy.	Pulse	and	energy	conser‐

vation	 is	 used	 to	 describe	 dynamic	 changes	 of	

state	 such	 as	 pressure	 surges,	 which	 propagate	

inside	the	gas	grid	at	the	speed	of	sound	within	a	

few	 seconds	 or	 minutes	 (as	 the	 overall	 grid	

length	 is	 in	 the	 order	 of	 10	 to	 100	 kilometres).	

Since	the	temporal	resolution	of	the	input	data	is	

usually	 one	hour,	 the	 influence	 of	dynamic	 state	

changes	 that	 are	 described	 by	 pulse	 and	 energy	

conservation	can	therefore	be	neglected.	The	hy‐

draulic	 calculation	 hence	 simplifies	 to	 the	 mass	

conservation	equation:	

ቆ
߲ሺܣߩሻ

ݐ߲
	ቇ
௫

൅ ቆ
߲ሺܣߩݑሻ

ݔ߲
ቇ
௧

ൌ 0		 (3)	

When	simulating	pressure	changes	 in	 the	gas	

grid,	the	temporal	derivation	is	not	equal	to	zero.	

These	 pressure	 fluctuations	 are	 due	 to	 differ‐

ences	 in	 the	 injected	 and	 offtaken	 gas	mass,	 the	
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so‐called	linepack.	The	following	mass	balance	is	

calculated	 hourly	 for	 the	whole	 natural	 gas	 grid	

to	determine	the	pressure	change	within	the	grid:	

Δ݉ ൌ෍݉E െ෍݉A		 (4)	

The	difference	Δm	is	split	among	the	individu‐
al	 pipes	 taking	 the	 pressure	 distribution	 in	 the	

gas	grid	into	consideration.	The	mass	change	in	a	

pipe	 ri	 is	 a	 function	of	 the	mean	density	ߩmሺ݌mሻ,	

the	geometrical	 volume	Vgeo	 and	 the	mass	of	 the	
pipe	at	the	beginning	of	each	hour:	

Δ݉r,௜ ൌ Δ݉ ⋅ ቆ
m,௜൯݌m,௜൫ߩ ⋅ gܸeo,௜ െ ݉r,௜

∑ m,௝൯݌m,௝൫ߩ ⋅ gܸeo,௝ െ ݉r,௝௝

ቇ		 (5)	

The	mean	pressure	pm	is	determined	using	the	
integral	mean	value	according	to	Mischner	[5]	in	

a	numerically	stable	form:	

m݌ ൌ
2

3
⋅ ൬݌ଶ ൅

ଵ݌ ⋅ ଵ݌
ଵ݌ ൅ ଶ݌

	൰		 (6)	

The	mean	density	ߩmሺ݌mሻ	is	determined	using	

a	simplified	virial	equation	taking	the	real	gas	be‐

haviour	into	account.	To	calculate	the	virial	coef‐

ficients	 Bi	 and	 the	 molar	 mass	 Mi,	 the	 SGERG	

equation	is	used	once	for	all	entry	nodes	[6].	The	

material	 properties	 are	 propagated	 through	 the	

gas	grid	weighted	by	volume:	

mߩ ൌ െ
1

2 ⋅ ௜ܤ
െ ඨ൬

1

2 ⋅ ௜ܤ
൰
ଶ

൅
m݌ ⋅ ௜ܯ

ܴm ⋅ ܶ ⋅ ௜ܤ
		 (7)	

The	 mass	 flows	 ሶ݉ r,௜	are	 calculated	 with	 re‐

spect	to	of	the	mass	changes	Δ݉୰,௜	(Eq.	(5))	of	the	

individual	pipes	by	solving	a	linear	equation	sys‐

tem,	and	are	used	to	determine	the	flow	velocities	

ui	and	the	associated	pressure	losses	Δ݌௜:	

௜ݑ ൌ
ሶ݉ r,௜

m,௜൯݌m,௜൫ߩ ⋅ ௜ܣ
		 (8)	

The	pressure	losses	Δ݌௜	are	computed	accord‐

ing	to	Darcy‐Weisbach	[5,7]	with	the	use	of	Zan‐

ke’s	 approach	 [8,9]	 for	 determining	 the	 friction	

factor	of	the	pipe	λm.	The	index	1	indicates	the	en‐
try	into	the	pipe:	

Δ݌௜ ൌ ଵ,௜݌ ⋅ ቌ1 െ ඨ1 െ ௠,௜ߣ ⋅
௜ܮ
௜ܦ
⋅
ଵ,௜ߩ
ଵ,௜݌

⋅ ଵ,௜ݑ
ଶቍ		 (9)	

Zanke's	approach	provides	a	consistent	meth‐

od	 for	 describing	 the	 friction	 factor	 of	 the	 pipe	

over	 the	 entire	 laminar	 and	 turbulent	 range,	

which	 is	valid	both	for	hydraulically	smooth	and	

for	hydraulically	rough	pipes.	

ߣ ൌ turbߣ ⋅ ߙ ൅ lamߣ ⋅ ሺ1 െ 		ሻߙ (10)	

Where:	

turbߣ ൌ ቈെ2 ⋅ lg ቆ2.7 ⋅
ሺlgሺReሻሻଵ.ଶ

Re
൅

݇

3.71 ⋅ ܦ
ቇ቉

ିଶ

	(11)	

lamߣ ൌ
64

Re
		 (12)	

ߙ ൌ exp൫െexp൫െሺ0.0025 ⋅ Re െ 6.75ሻ൯൯		 (13)	

Evaluations	 of	 different	 regional	 distribution	

grids	have	shown	that	90	%	of	the	flow	velocities	

vary	 from	 0.1	m/s	 to	 2.0	m/s.	 Therefore	 nearly	

10	%	of	the	state	of	flow	is	laminar	i.e.	the	Reyn‐

olds	number	Re	is	less	than	2300:	

Re ൌ
ݑ ⋅ ߩ ⋅ ܦ

ߟ
		 (14)	

The	calculated	pressure	losses	Δ݌௜	are	used	to	

determine	 the	node	pressures	pk	 in	 the	gas	grid.	
For	 a	given	pressure	distribution,	 the	mean	grid	

pressure	is	iterated	until	the	mass	mr,i	of	all	pipes	

for	a	given	mass	change	Δ݉r,௜	equals	the	mass	ob‐

tained	 by	 the	 product	 of	 mean	 density	ߩmሺ݌mሻ	

and	geometrical	volume	Vgeo.	
An	 iterative	 process	 is	 necessary	 because	

pressure	 distribution	 and	 mass	 distribution	 de‐

termine	one	another	reciprocally.	After	each	iter‐

ation	 the	 flow	 velocities,	 mass	 flows	 and	 pres‐

sures	are	used	to	compute	the	new	distribution	of	

material	data	such	as	Hs,	ρn	and	Bi	in	the	gas	grid.	

4 VALIDATION OF THE KERNEL 
The	SmartSim	kernel	which	has	been	validat‐

ed	with	data	from	the	2011	field	trial	carried	out	

in	 a	 distribution	 grid	 operated	 by	 Avacon	 [10].	

Calibrated	measurements	were	carried	out	at	dif‐

ferent	 exit	 points	 with	 a	 mobile	 process	 gas	

chromatograph	 (PGC).	The	grid	 topology	 as	well	

as	 the	 locations	of	 the	mobile	PGC	are	 shown	 in	

Figure	2.	A	comparison	was	also	carried	out	with	

established	reference	software	[11]	for	transmis‐

sion	grids.	

Table	 1	 shows	 a	 comparison	 between	 the	

measured	CVs	Hs,meas	and	the	CVs	calculated	with	

SmartSim	 Hs,new	 on	 a	 monthly	 basis.	 Maximum	

deviations	of	±0.1	%	are	observed.	In	addition	the	

deviations	of	SmartSim	from	the	CVs	Hs,Ref	of	the	

reference	software	are	shown.	With	deviations	of	

less	than	±0.01	%,	differences	between	SmartSim	

using	the	new	kernel	and	the	reference	software	

are	not	significant.	

The	SmartSim	kernel	was	validated	further	by	

evaluating	 the	 relative	 CV	 difference	 for	 every	

hour	 and	 node	 with	 the	 reference	 software	 ac‐
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cording	 to	 Eq.	(15).	 A	 comparison	 of	 pressures,	

flow	 velocities	 and	 volume	 flows	 was	 also	 per‐

formed.	Because	 the	CV	distribution	 in	gas	grids	

depends	on	the	these	parameters,	only	results	for	

CV	 deviations	 are	 shown.	 The	 evaluation	 com‐

prised	671,140	hourly	values	and	was	done	in	an	

extended	 time	 period	 from	 01.12.2010	 to	

01.10.2011.	

Δܪs ൌ
s,newܪ െ s,Refܪ

s,Refܪ
		 (15)	

Figure	3	shows	the	deviation	of	the	SmartSim	

kernel	 from	 the	 reference	 as	 a	 histogram	 with	

relative	frequency	density.	The	mean	deviation	of	

	shows	%	0.01	=	ഥୱܪ that	no	significant	 systematic	

deviations	 occur.	 The	 standard	 deviation	 is	

around	σ	=	0.35	%.	All	in	all	the	resulting	form	of	
the	 histogram	 is	 much	 narrower	 than	 a	 normal	

distribution	 with	 the	 same	 standard	 deviation,	

indicating	 minimal	 deviations	 between	 the	

SmartSim	 kernel	 and	 the	 software	 for	 transmis‐

sion	grids.	

Table	1	Comparison	of	measured	and	calculated	

calorific	values	during	the	field	trial.	

Month SmartSim Measurement	 Reference

Hs,new

kWh/m3

Hs,meas

kWh/m3	

ΔHs,meas	

	%	
Hs,Ref	

kWh/m3

ΔHs,Ref

%	
12.2010 11.368 11.369	 		0.01	 11.368 	0.00
01.2011 11.334 11.338	 		0.04	 11.334 	0.00
02.2011 11.338 11.337	 ‐0.01	 11.338 	0.00
03.2011 11.275 11.277	 		0.02	 11.274 ‐0.01
04.2011 11.273 11.283	 		0.09	 11.273 	0.00
05.2011 11.353 11.353	 		0.00	 11.352 ‐0.01
06.2011 11.355 11.354	 ‐0.01	 11.355 	0.00
07.2011 11.308 11.307	 ‐0.01	 11.309 	0.01
08.2011 11.211 11.213	 		0.02	 11.211 	0.00

	

The	computation	time	needed	for	the	hydrau‐

lic	simulation	of	one	month	for	the	Lüchow	grid	is	

approx.	 0.4	s	 for	 the	 SmartSim	 kernel.	 The	

benchmark	was	 carried	 out	 on	 an	 Intel	 Core	 i5‐

3320m	with	2.6	GHz	 running	with	Windows	8.1.	

The	computing	time	for	the	evaluation	of	 the	re‐

gional	distribution	grid	which	we	studied	is	thus	

far	shorter	than	with	established	systems.	

	
	

	
Figure	2	Topology	of	the	evaluated	Lüchow	distribution	grid.	
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Figure	3	Deviation	of	the	new	kernel	and	refer‐

ence	software.	

5 UNCERTAINTY CALCULATION BY  

MONTE CARLO SIMULATION 
As	part	of	this	study,	a	comprehensive	uncer‐

tainty	calculation	for	CV	tracking	was	carried	out	

for	 the	 first	 time	based	on	 the	 “Guide	 to	 the	Ex‐

pression	of	Uncertainty	 in	Measurement”	 (GUM)	

[12].	A	Monte	Carlo	Simulation	according	to	GUM	

S2	[13]	is	well	suited	for	this	task	due	to	the	very	

complex	nature	of	distribution	grids	and	their	of‐

ten	limited	measuring	infrastructure.	The	simula‐

tion	determines	 the	 relation	between	 the	uncer‐

tainties	 of	 the	 input	 variables	 and	 the	 resulting	

uncertainty	of	the	billing	CV	empirically.	All	input	

variables	are	varied	place	in	parallel	and	random‐

ly	distributed	in	so‐called	scenarios.	The	scenario	

with	unchanged	 input	variables	 is	 referred	 to	as	

reference	 scenario	 (Ref)	 in	 the	 following.	 Deter‐

mining	the	uncertainty	for	a	95	%	confidence	in‐

terval	requires	a	minimum	of	1537	scenarios,	so	

the	number	of	 scenarios	 is	 set	at	NMC	=	1600	be‐

low.	 The	 volume‐weighted	 billing	 CVs	ܪഥs	of	 sce‐
nario	 j	 at	 node	 i	 in	month	T	 are	 each	 compared	
with	the	billing	CV	of	the	reference	scenario	ܪഥs

Ref	

(see	Eq.	(16)):	

்,ഥs,௝,௜ܪߜ ൌ
்,ഥs,௝,௜ܪ െ ்,ഥs,௜ܪ

Ref

்,ഥs,௜ܪ
Ref

		 (16)	

The	 standard	 uncertainty	 ഥs,௜,்൯ܪߜ൫ݑ 	is	 ob‐

tained	with	Eq.	(17)	and	is	converted	with	a	cov‐

erage	 factor	 k	=	2	 to	 form	 the	 expanded	 meas‐
urement	uncertainty	ܷ൫ܪߜഥs,௜,்൯.	For	the	arithmet‐

ical	examination	of	the	method,	the	standard	un‐

certainties	u	 listed	 in	Table	 2	were	 assumed	 for	
the	input	variables	shown	in	Figure	1.	

ഥs,௜,்൯ܪߜ൫ݑ

ൌ ඩ
1

ܰMC െ 1
⋅෍ቀܪߜഥs,௝,௜,் െ ഥs,௜,்൯ቁܪߜ൫ܧ

ଶ
ேMC

௝ୀଵ

		 (17)	

Two	 different	 uncertainty	 distributions	 are	

used:	 The	 normal	 (n)	 distribution	 indicating	 the	

standard	 uncertainty	 and	 a	 continuous	 uniform	

(rectangular,	 r)	 distribution	 in	 the	 value	 range	
ሾܧ െ …ݑ3 ܧ	 ൅ 	mean	the	represents	E	where	ሿ,ݑ3
value.	 For	 evaluation	 purposes	 all	 normally	 dis‐

tributed	standard	uncertainties	are	converted	 to	

rectangular	distributions	to	rule	out	e.g.	physical‐

ly	impossible	negative	SLP	energy	offtakes	due	to	

major	 errors	 outside	 the	 3‐u	 interval.	 Finite	 in‐
terval	 limits	 combined	with	a	 constant	probabil‐

ity	 density	 of	 the	 rectangular	 distribution	 in‐

crease	 the	 resulting	 standard	uncertainty	ures	 by	
the	factor	√3	compared	with	the	standard	uncer‐

tainty	u	of	the	standard	deviation.	On	completion	
of	 the	 Monte	 Carlo	 Simulation,	 the	 expanded	

measurement	 uncertainty	ܷ൫ܪߜഥs,௜,்൯	is	 plotted	 in	

a	bar	chart	 for	each	node	and	month,	see	Figure	

4.	 The	 variation	 of	 the	 input	 variables	 was	 de‐

rived	 using	 a	 pseudo	 random	 generator.	 To	 en‐

sure	the	repeatability	of	results,	the	random	gen‐

erator	was	initialized	with	a	fixed	number	before	

the	first	MC	scenario.	

The	 expanded	 measurement	 uncertainty	

ܷ൫ܪߜഥs,௜,்൯	varies	largely	between	the	different	ex‐

it	nodes	and	hence	essentially	on	 the	 flow	situa‐

tion	within	 the	 grid.	 It	 should	 be	 noted	 that	 the	

uncertainties	 shown	 in	 Table	 2	 represent	 very	

conservative	 estimates	 and	 that	 this	 also	 affects	

the	resulting	uncertainties.	The	entry	CVs	of	nat‐

ural	gas	und	biomethane	were	also	set	at	an	arti‐

ficial	 difference	 of	 7.4	%	 to	 simulate	 uncondi‐

tioned	 biomethane.	 95	%	of	 all	 expanded	 uncer‐

tainties	 ܷ൫ܪߜഥs,௜,்൯ 	are	 less	 than	 or	 equal	 to	

0.43	%.	All	expanded	uncertainties	remain	within	

the	maximum	limit	of	2	%	[2].	The	results	of	the	

field	 trial	 also	 indicate	 far	 smaller	 actual	 devia‐

tions	than	the	calculated	uncertainties	(see	Table	

1).	 An	 outlying	 maximum	 uncertainty	 of	

ܷ൫ܪߜഥs,௜,்൯ ൑ 	0.90	%	 occurred	 at	 a	 volume‐

measured	 exit	 point	 in	 April.	 The	 gas	 offtake	 in	

this	month	was	not	continuous	and	was	less	than	

100	m3.	This	high	uncertainty	in	April	can	be	dis‐

regarded	compared	with	the	total	offtake	quanti‐

ty	of	4.5	million	m3	per	annum.		
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Table	2	Standard	uncertainties	of	input	variables	for	the	Monte	Carlo	Simulation	(MCS).	

Variable	 standard	uncertainty MCS	
type u ures distribution	

pipe	roughness	 rectangular [0.001	…	0.1] 52.0 % [20	%	…	200	%]
pipe	length	 normal 5 % 	8.7 % [85	%	…	115	%]
pipe	diameter	 normal 2 % 	3.5 % [94	%	…	106	%]
SLP‐Energy	1	(systematic,	all	nodes)	 normal 10 % 17.3 % [70	%	…	130	%]
SLP‐Energy	2	(systematic,	individual	nodes) normal 10 % 17.3 % [70	%	…	130	%]
SLP‐Energy	3	(hourly	value,	all	nodes)	 normal 10 % 17.3 % [70	%	…	130	%]
measured	offtake	 normal 1 % 	1.7 % [97	%	…	103	%]
entry	volume	 normal 1 % 	1.7 % [97	%	…	103	%]
entry	pressure	 normal 2 % 	3.5 % [94	%	…	106	%]
gas	temperature	 rectangular [3°C	…	13 C] 	1.0 % [98.2	%	…	101.8	%]

	
	

	
Figure	4	Uncertainty	of	the	simulated	gas	flow	ܷ൫ܪߜഥs,௜,்൯	expanded	by	k	=	2	of	the	mean	relative	CV	devia‐

tion	ܪߜഥs,௜,்	per	node	i	and	month	T	as	per	NMC	=	1600	Monte	Carlo	scenarios.	

	

	

6 CONCLUSIONS AND OUTLOOK 
This	 article	 presents	 a	 newly	 developed	 ker‐

nel	 for	 the	 simulation	 of	 gas	 distribution	 grids.	

This	kernel	offers	a	high	level	of	accuracy	and	ex‐

tremely	 short	 computation	 times.	 Complex	 grids	

can	 be	 calculated	 very	 efficiently	 by	 integrating	

the	 new	 kernel	 into	 the	 SmartSim	 software	 de‐

veloped	 by	 E.ON	 Technologies	 for	 CV	 tracking.	

The	 kernel	 is	 being	 validated	 using	 measure‐

ments	with	a	mobile	process	gas	chromatograph	

and	by	 comparing	 it	with	established	 simulation	

software.	The	concordances	found	for	flow	veloc‐

ities,	 volume	 flow	 rates	 and	 calorific	 values	 are	

excellent.	In	addition,	for	the	first	time	an	uncer‐

tainty	 evaluation	 for	 the	 calculated	 calorific	 val‐

ues	was	carried	out	using	a	Monte	Carlo	Simula‐

tion	according	to	the	“Guide	to	the	Expression	of	

Uncertainty	 in	 Measurement”.	 The	 results	 are	

presented	 here	 for	 illustration	 by	 reference	 to	 a	

regional	 distribution	 grid	 operated	 by	 Avacon.	
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The	 expanded	uncertainties	 remained	below	 the	

maximum	limit	of	2	%	despite	a	conservative	es‐

timate	of	the	input	uncertainties.	Current	investi‐

gations	 focus	 on	 the	 use	 of	 the	 new	 SmartSim	

kernel	for	transmission	grids.	
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